Analysis of Mixed Pulping Raw Materials of *Eucalyptus globulus* and *Acacia mangium* by Near Infrared Spectroscopy Technique Combined with LASSO Algorithm
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To meet the current demand in China for *Eucalyptus globulus* and *Acacia mangium* mixed pulping, a study was conducted to collect the near infrared (NIR) spectra of 150 mixed samples of *E. globulus* and *A. mangium* in which the content of *E. globulus* was manually controlled. After the original spectra were pretreated by first derivative and standard normal variate (SNV), the least absolute shrinkage and selection operator (LASSO) algorithm and cross-validation were used to calculate the optimal adjustment parameters of 14.30, 19.16, 12.10, and 9.74, respectively. The optimal calibration models for the content of *E. globulus*, holocellulose, pentosan, and acid insoluble lignin were generated. An independent verification of the calibration models showed that the root mean square error of prediction (RMSEP) for these models was 1.59%, 0.54%, 0.66%, and 0.40%, respectively. The absolute deviation (AD) was -2.58% to 2.73%, -0.91% to 0.84%, -1.19% to 1.06%, and -0.61% to 0.64%, respectively. The prediction performance of the four models was sufficient for real-time analysis in the pulping production line. The LASSO algorithm was judged to be efficient for the prediction and analysis of mixed raw materials in pulping industry.
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**INTRODUCTION**

Mixed raw materials of *Eucalyptus globulus* and *Acacia mangium* are sometimes used in the Chinese pulping industry to complement advantages of each other and obtain higher pulp properties, with moderate single raw material requirements (Chen *et al.* 2009; Deng *et al.* 2015). During production, it is difficult to ensure that mixed raw materials have a consistent mixing uniformity because raw materials obtained from different locations or stored in different conditions have varied chemical compositions (Muhammad *et al.* 2017). If the original pulping parameters are used in the production process, the pulp properties are substandard (Qu and Fang 2009; Tsuchikawa and Schwanninger 2013). To ensure normal operation of the production, the real-time analysis of mixed raw materials of *E. globulus* and *A. mangium* is necessary to adjust the pulping parameters online. However, the conventional chemical analysis methods are often time-consuming and unable to determine the mixing degree of raw materials (Downes *et al.* 2012).
Near infrared (NIR) spectra are generated by anharmonic levels of vibration of covalent bonds and reflect the information of hydrogen groups X-H (X= O, C, N, S). The chemical composition of wood raw materials contains a large number of hydrogen-containing groups, so near infrared spectroscopy can be used to analyze the main chemical constituents of wood raw materials (Xu et al. 2000).

In addition, near infrared light in the sample will undergo reflection, refraction, diffraction, absorption, and interaction with the internal molecules of the sample. As a result of this process, near infrared spectra contain a great deal of compositional and structural information, which can be used for the analysis of physical properties (Wang et al. 2008). There are many overlapping bands in near infrared spectra, and it is difficult to distinguish the spectral bands. Therefore, it is not possible to read the useful information directly, and it is necessary to optimize the spectral data with the help of computer and chemometric methods. The analytical process of near infrared spectroscopy is as follows. First of all, typical samples are selected as calibration set samples and near infrared spectra are collected. Thereafter, standard methods or widely accepted methods are used to determine the composition or structure of calibration set samples. The calibration model is established between near infrared spectra and sample information by the chemometric method.

Finally, the near infrared spectra of unknown samples are collected and the spectral data are loaded in calibration set to predict unknown sample information. Such a procedure can improve the efficiency of regular quantitative analysis (Alves et al. 2012). As a rapid, non-destructive analysis method, near infrared spectroscopy combined with chemometrics has been widely used in agriculture (Labbé et al. 2008; Talens et al. 2013), forestry (Stirling 2013), and petrochemicals (Balabin et al. 2011). It also has played an important role in pulping industry. The identification of common pulping raw materials was realized with high recognition rate 100% (Cui and Fang 2015). The air-dry density of Eucalyptus pellita was analyzed and optimal analysis conditions were determined (Zhao et al. 2012). The determination of specific chemical constituents in specific pulpwood species were also studied and showed good results (Hodge and Woodbridge 2010; Mora and Schimleck 2010; Yao et al. 2010). However, these researches did not attempt to analyze the typical mixed raw materials in the pulping industry, and the algorithm used was traditional partial least squares.

The least absolute shrinkage and selection operator (LASSO) algorithm has a strong out-sample prediction ability. It is widely used in economics (Yu and Zhang 2014) and statistics (Shi et al. 2012). The aim of this study was to combine near infrared spectroscopy with the LASSO algorithm to perform rapid analyses of mixed E. globulus and A. mangium raw materials. In the pulping industry, the content of the holocellulose is directly related to the pulp yield and the hemicellulose, which in broad-leaved wood is usually expressed as pentosans.

The chemical content has a great influence on the pulp yellowing and paperforming properties. The lignin content is related to the degree of chemical dosage and bleaching in pulping process. The acid soluble lignin molecule is small and easy to dissolve, and it has little effect on the pulping process (Li 2001). Based on the above reasons, the contents of E. globulus, holocellulose, pentosans, and acid insoluble lignin in mixed raw materials were considered as the most important indices.
EXPERIMENTAL

Materials

*Eucalyptus globulus* Labill. aged 4 to 6 years was obtained from Guangdong province in China. *Acacia mangium* Willd. aged 6 to 7 years was obtained from Fujian Province in China. The wood was peeled and ground into powder. All powder that passed through a 40-mesh sieve and was retained on the 60-mesh sieve was collected. Two kinds of wood powder were put under the environmental condition of constant temperature, constant humidity until the equilibrium moisture content was reached; then they were mixed into 150 samples (Li *et al.* 2017) in different given proportions. The content of *E. globules* was artificially controlled around 0/149, 1/149, 2/149 ... 149/149 proportion, ensure uniform coverage of 0 to 100% intervals. Of the 150 samples, 30 samples were chosen according to the content gradient as a validation set for the independent verification of models. The remaining 120 samples were used to establish the models as a calibration set. Additionally, 10 *E. globulus* and 10 *A. mangium* single wood samples were collected to determine the chemical composition.

Spectroscopic Method

A Hadamard transform near infrared spectrometer (Zhejiang China Invent NIR1000, Jiaxing, China) was used to collect the near infrared spectra of all 150 mixed samples. Spectra were acquired by 50 scans over the wavelength range of 1600 to 2400 nm, with the spectral points of 100. For comprehensive sample analysis, the original spectrum of each sample took the average of five spectra.

Chemical Method

The holocellulose content of 150 mixed samples and 20 single samples were determined by GB/T 2677.10 (1995). Accordingly, sodium chlorite was used in the pH range 4 to 5 to treat the sample after extraction of benzene/ethanol to remove the lignin, then the holocellulose was determined gravimetrically.

The pentosan content of 150 mixed samples and 20 single samples were determined by GB/T 2677.9 (1994). Accordingly, 0.5 g of sample was boiled with 12% HCl in order to hydrolyse pentosan to pentose. Then pentose dehydrated into furfural. The distilled furfural was collected by condensation, and the furfural content was measured quantitatively by bromination method, and converted to the content of pentosans.

The acid insoluble lignin content of 150 mixed samples and 20 single samples were determined by GB/T 2677.8 (1994). In this method, 1 g of sample extracted with benzene/ethanol was first treated with 72% H₂SO₄ for 2 h at 20 °C. Subsequently, the sample was diluted with water to reduce the H₂SO₄ concentration to 3% and boiled for 4 h in order to hydrolyse the polysaccharides to soluble monosaccharides. The solid residue (acid insoluble lignin) is then collected and weighed.

Lasso Algorithm and Analysis Procedure

The LASSO algorithm conducts a biased estimation on data with multicollinearity. Specifically, it minimizes the residual sum of squares (RSS) given the constraint that the $L^1$ norm of the coefficient vector must be smaller than a constant. It generates a model with stronger explanatory power because some of the coefficients are strictly equal to zero (Tibshirani 1997).
The first assumption is that there are independent variables $x_1, x_2, \ldots, x_p$ and a dependent variable $y$ that follow the linear regression relationship shown in Eq. 1,

$$y = \alpha + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_p x_p + \epsilon$$  \hspace{1cm} (1)

where $\alpha$ is a constant term, $\beta_1, \beta_2, \ldots, \beta_p$ are regression coefficients, and $\epsilon$ is the random disturbance term.

Next, assume $(x_{i1}, x_{i2}, \ldots, x_{ip}; y_i), i=1, 2, \ldots, n$ are observations of variables. Furthermore, assume the data has been centrally standardized, meaning that $\sum_{i=1}^n y_i = 0$, $\sum_{i=1}^n x_{ij} = 0 \sum_{i=1}^n x_{ij}^2 = 1$, $j = 1, 2, \ldots, p$. Meanwhile, $\beta = (\beta_1, \beta_2, \ldots, \beta_p)^T$.

Using an algorithm that penalized the sum of the absolute values of the coefficients solves a problem that minimizes the sum of RSS and a penalty function that increases with the absolute values of the coefficients, as shown in Eq. 2,

$$(\hat{\alpha}, \hat{\beta}) = \arg \min \sum_{i=1}^n (y_i - \alpha - \sum_{j=1}^p \beta_j x_{ij})^2, \text{subject to } \sum_{j=1}^p |\beta_j| \leq \lambda$$  \hspace{1cm} (2)

where $\lambda \geq 0$ is a constraint constant. For arbitrary $\lambda \geq 0$, the solution of $\alpha$ in Eq. 2 is $(\hat{\alpha}) = 0$ because the data have already been centrally standardized. The constrained optimization problem is equivalent to an unconstrained optimization problem with a penalty function. Equation 2 is the same as Eq. 3,

$$\hat{\beta}(\text{Lasso}) = \arg \min \{\sum_{i=1}^n (y_i - \sum_{j=1}^p \beta_j x_{ij})^2 + \mu \sum_{j=1}^p |\beta_j| \}$$  \hspace{1cm} (3)

where $\mu$ is a penalty constant. As $\mu$ increases, the $\sum_{j=1}^p |\beta_j|$ term in the optimal solution decreases. The dimensionality of the dataset is therefore reduced, since some coefficients shrink to 0 during the process. With the penalty on $L^1$ norm, LASSO sets the coefficients of some uninformative variables to 0 and keeps an information-intensive subset of the variables. The model will have the largest coefficient of determination ($R^2$) possible given the constraint on $L^1$ norm of the coefficients (Tibshirani 2011). Each $\mu$ value corresponds to a LASSO solution, so the crux of the LASSO algorithm is the determination of the optimal adjustment parameter $\mu$. In general, Matlab software (MathWorks, Natick, MA, United States of America) and cross validation method are used to calculate the predicted residual sum of squares (PRESS), and when the PRESS is minimum, the $\mu$ value is optimal. At the same time, to make $\hat{\alpha} = 0$, the optimal model parameters are computed.

**Evaluation Standard**

Model evaluation methods consist of cross validation and independent verification. The $R^2$ of cross validation ($R^2_{cv}$) and root mean square error of cross validation (RMSECV) are reference data. The $R^2$ of independent verification ($R^2_{val}$) and the ratio of performance to deviation (RPD) of independent verification are secondary evaluation standards. The root mean square error of prediction (RMSEP) and absolute deviation (AD) in independent verification are the main evaluation standards (Feng et al. 2016). Usually, a value of $R^2$ closer to 1 indicates better regression precision and prediction precision of the model. However, the $R^2$ value is closely related to the distribution range of the sample properties, so it is not the main basis for judging the model performance. The RPD value standardizes the predictive result of the model such that a higher value represents better prediction precision. However, the value size is also related to the sample properties distribution range and is thus not independent as the model evaluation standard. The RMSEP is the basic index of evaluating model accuracy and reliability. The AD directly reflects the difference
between predicted value and measured value, and its range determines the upper and lower limit of the predictive error, which should conform to the permissible error range of the model application. Finally, the system error in the independent verification is reflected by the bias value, which is the mean value of the algebraic sum of AD (Krasznai et al. 2012).

RESULTS AND DISCUSSION

Distribution of Measured Values

The content distribution of *E. globulus* and chemical composition of all 150 mixed samples is shown in Table 1. The content distribution of *E. globulus* was uniformly covered by the entire range of 0% to 100%. The content of holocellulose in 10 *E. globulus* samples was 79.04% to 81.57%, the mean value was 80.50%, and the standard deviation was 0.88%. The content of holocellulose in 10 *A. mangium* samples was 74.00% to 76.12%, the mean value was 75.27%, and the standard deviation was 0.76%. The content of holocellulose in 150 mixed samples was 74.51% to 81.46%. The content of pentosans in 10 *E. globulus* samples was 26.25% to 30.50%, the mean value was 28.26%, and the standard deviation was 1.36%. The content of pentosans in 10 *A. mangium* samples was 20.93% to 26.58%, the mean value was 23.47%, and the standard deviation was 1.97%. The content of pentosan in 150 mixed samples was 21.72% to 30.47%. The content of acid insoluble lignin in 10 *E. globulus* samples was 23.34% to 26.60%, the mean value was 24.85%, and the standard deviation was 1.08%. The content of acid insoluble lignin in 10 *A. mangium* samples was 22.63% to 27.19%, the mean value was 25.11%, and the standard deviation was 1.54%. The content of acid insoluble lignin in 150 mixed samples was 22.67% to 26.93%. The chemical compositions of mixed samples were widely distributed, which covered the probable range.

Table 1. Content Distribution of the Mixed Samples

<table>
<thead>
<tr>
<th>Content</th>
<th>Number</th>
<th>Min. (%)</th>
<th>Max. (%)</th>
<th>Mean (%)</th>
<th>Median (%)</th>
<th>Standard Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Eucalyptus globulus</em></td>
<td>150</td>
<td>0</td>
<td>100</td>
<td>50.52</td>
<td>50.06</td>
<td>29.16</td>
</tr>
<tr>
<td>Holocellulose</td>
<td>150</td>
<td>74.51</td>
<td>81.46</td>
<td>77.92</td>
<td>77.85</td>
<td>2.14</td>
</tr>
<tr>
<td>Pentosan</td>
<td>150</td>
<td>21.72</td>
<td>30.47</td>
<td>25.86</td>
<td>25.54</td>
<td>2.48</td>
</tr>
<tr>
<td>Acid insoluble lignin</td>
<td>150</td>
<td>22.67</td>
<td>26.90</td>
<td>24.95</td>
<td>25.17</td>
<td>1.26</td>
</tr>
</tbody>
</table>

NIR Spectra of Mixed Samples and Pretreatment

Figure 1 shows the original near infrared spectra of mixed samples, in which the horizontal axis is the spectral wavelength, and the ordinate reflects the absorption. The sample spectra were similar and difficult to distinguish. The reason is that wood raw materials has a complex composition, not only including cellulose, pentosans, and other polysaccharides, lignin and other aromatic compounds, but also contains resin, tannin, pigments, and minerals. In addition, the intensity of the near infrared spectroscopy signal was weak, and the overlapping interference of spectrum was distinct. Thus, it was necessary to preprocess the spectral data.
Usually the pretreatment methods of near infrared spectra include derivative method, multiscatter calibration (MSC) method, and standard normal variate (SNV) method. The first derivative method and the second derivative method are used to eliminate the shifting and interference of the baseline in the spectra, which can effectively eliminate the interference of other backgrounds, distinguish overlapping peaks, and improve resolution and sensitivity. The MSC method is used to eliminate the influence of the scattering of particles and particle size on the spectra. The effect of SNV method is similar to that of MSC method, but the calibration ability is stronger (Sun 1997). In order to eliminate the shift of the baseline in the spectra and to eliminate the nonspecific scattering caused by the particle heterogeneity of the sample, the first derivative and SNV method was adopted (Huang et al. 2012). Figure 2 contains the pretreated spectra.

Fig. 1. The near infrared spectra of 150 mixed samples

Fig. 2. The near infrared spectra pretreated by first derivative and SNV
Model Establishment

Due to the overlapping of output in the near infrared spectra, some shift around the original peak position was inevitable. The important spectral regions for the prediction were identified previously. The biggest spectral peak of the samples was observed at the wavelength of about 1900 nm, and it can be attributed mainly to the absorption of water. The spectral regions of 1600 nm to 2355 nm were mainly associated with holocellulose. The spectral regions of 1600 nm to 1836 nm and 2173 nm to 2355 nm were mainly associated with pentosans. The spectral regions of 1695 nm to 2394 nm were mainly associated with the acid insoluble lignin (Schwanninger et al. 2011; He and Hu 2013). However, the spectral points of Hadamard transform spectrometer used in this experiment were less than for the Fourier transform spectrometer that was used in the above studies. If bands selection is used, more useful information may be lost, so the whole-band modeling was adopted.

The LASSO algorithm was used in Matlab software. After the pretreated spectral data and content data of the calibration set was loaded, the “leave one out” method was used to carry out cross validation. That is, the calibration set left a sample to be predicted, and the other samples were used for the model establishment. This process was repeated until each sample in the calibration set had been predicted 1 time and participated in the model establishment 119 times (Zhong et al. 2016). When the PRESS values of models of E. globulus, holocellulose, pentosan, and acid insoluble lignin content were minimum, μ was the optimal adjustment parameter, and the values were 14.30, 19.16, 12.10, and 9.74, respectively. At the same time, to make ̂ = 0, the corresponding model parameters were solved as optimal model parameters, and the optimal calibration models were obtained. The cross validation of calibration models is shown in Table 2. The $R^2_{cv}$ value of the E. globulus content model was 0.9982 because of the wide coverage of the content of E. globulus. All four models of E. globulus, holocellulose, pentosans, and acid insoluble lignin content had a good correlation and accuracy in cross validation.

<table>
<thead>
<tr>
<th>Content</th>
<th>The Optimal Adjustment Parameter</th>
<th>Cross Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>μ</td>
<td>$R^2_{cv}$</td>
</tr>
<tr>
<td>Eucalyptus globulus</td>
<td>14.30</td>
<td>0.9982</td>
</tr>
<tr>
<td>Holocellulose</td>
<td>19.16</td>
<td>0.9450</td>
</tr>
<tr>
<td>Pentosan</td>
<td>12.10</td>
<td>0.9497</td>
</tr>
<tr>
<td>Acid insoluble lignin</td>
<td>9.74</td>
<td>0.9326</td>
</tr>
</tbody>
</table>

Independent Verification

Four calibration models were used to predict the samples in the validation set. In the Matlab software, the calibration models were filed, and the spectral data of the validation set after pretreatment were loaded. The predicted values were obtained by calculation and analysis, and the relative parameters of the models were obtained by comparing the predicted values with the measured values, as shown in Table 3. The $R^2_{val}$ and RPD values of the E. globulus content model were not significant because of the wide coverage of the content. The value of RMSEP was 1.59%, and AD was -2.58% to 2.73%. The error was relatively large but suitable for rough prediction. This was also consistent with the objective of mixing degree evaluation in the pulping industry. The RMSEP values of the holocellulose, pentosans, and acid insoluble lignin models were 0.54%, 0.66%, and 0.40%, respectively. The AD were -0.91% to 0.84%, -1.19% to 1.6%, and -0.61% to
0.64%, respectively. The error was small and essentially conformed to the requirement of measuring error in the pulping industry, and it could adapt to the accurate determination of chemical composition content. In order to determine the difference between the LASSO algorithm and the traditional algorithm in the modeling precision, the partial least squares (PLS) operation program was loaded in Matlab, and four PLS calibration models were established and used to predict the samples in validation set. In independent verification of four PLS models, the RMSEP value of *E. globulus* content model was 1.91%, and AD was -3.17% to 3.42%. The RMSEP value of holocellulose content model was 0.59% and AD was -0.90% to 1.03%, the RMSEP value of pentosan content model was 0.67%, and AD was -1.17% to 1.10%. The RMSEP value of acid insoluble lignin content was 0.44% and AD was -0.65% to 0.71%. Obviously, the LASSO algorithm was shown to be superior to the PLS algorithm when analyzing the content of *E. globulus*. In the analysis of holocellulose and acid insoluble lignin content LASSO algorithm was slightly better than the PLS algorithm. The accuracy of the two algorithms was similar when analyzing the pentosan content. Generally speaking, the LASSO algorithm was superior to PLS algorithm in the above pulping raw materials analysis.

**Fig. 3.** The predictive performance of four calibration models. (a) *Eucalyptus globulus*, (b) holocellulose, (c) pentosan, (d) acid insoluble lignin
Figure 3 contains scatter diagrams that display the predictive performance of the four models with measured values as the horizontal axis and the predicted values as the ordinate. The distribution of the points by the holocellulose model and the pentosans model on both sides of the 45° line is relatively uniform. The results showed that there is no significant deviation in the prediction of the holocellulose model and the pentosans model. The points by the *E. globulus* model and the acid insoluble lignin model are more on the left side of the 45° line, and the bias values are 0.16% and 0.08%, which make the predicted value of models on the high side.

Table 3. The Independent Verification of the LASSO Calibration Models

<table>
<thead>
<tr>
<th>Content</th>
<th>Independent Verification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2_{\text{val}}$</td>
</tr>
<tr>
<td><em>Eucalyptus globulus</em></td>
<td>0.9975</td>
</tr>
<tr>
<td>Holocellulose</td>
<td>0.9333</td>
</tr>
<tr>
<td>Pentosan</td>
<td>0.9351</td>
</tr>
<tr>
<td>Acid insoluble lignin</td>
<td>0.9037</td>
</tr>
</tbody>
</table>

CONCLUSIONS

1. The least absolute shrinkage and selection operator (LASSO) algorithm and near infrared (NIR) spectroscopy technique were used to build *E. globulus*, holocellulose, pentosan, and acid insoluble lignin content models to be used for the estimation of the contents of mixtures of *E. globulus* and *A. mangium*. The distribution of *E. globulus* content and chemical composition content basically covered the range of possible values. The prediction error of the *E. globulus* content model was suitable for the rough prediction of the mixed condition of pulping raw materials. Holocellulose, pentosan, and acid insoluble lignin models had satisfactory performance and could be used for accurate analysis for small prediction error. There was no obvious deviation in the prediction of holocellulose and pentosan, and the models of *E. globulus* and acid insoluble lignin had bias error, which made the analysis result slightly higher than the measured value. The good adaptability and predictive ability of the models will help to realize the on-line analysis of *E. globulus* and *A. mangium* raw materials, thus improving the efficiency of pulping industry.

2. This study confirmed the feasibility of the LASSO algorithm for pulping raw materials analysis. At the same time, its modeling accuracy is slightly better than the traditional PLS algorithm. LASSO algorithm will provide more possibility when selecting the algorithm to establish accurate calibration models.
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